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Abstract: Coarse grains accumulate at granular flow fronts and must be considered when studying granular flows impacting barriers. Experimental studies often use instrumented barriers comprising a load transducer and load-bearing plate. However, it is not clear how to scale the mass of these composite barriers relative to coarse grains such that forces induced are properly captured by the load transducer. This study considers the impact force from grains on instrumented barriers using both a physical flume and a discrete element method (DEM) model. Results reveal two main scaling considerations for granular flows impacting load-measuring systems: (1) the design of the load-measuring system, and (2) the model size. Considerations relating to the design of the load-measuring system include (1) the relative mass of the grains and the load-measuring system; (2) the spring element stiffness of the load-measuring system; and (3) the grain impact velocity. These are captured using a newly proposed dimensionless number. Additionally, discrete impacts appear to reduce in importance as the sizes of the flow and channel are increased, relative to the final static load due to the flow piling up, within the framework of Hertzian impact mechanics. This implies that small-scale DEM simulations adopting low elastic moduli (reducing discrete impact loads) may unintentionally correctly represent larger-scale impact dynamics. DOI: 10.1061/(ASCE)GT.1943-5606.0002661. © 2021 American Society of Civil Engineers.
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Introduction

Coarse grains accumulate at the front of channelized granular flows, such as debris flows or rock avalanches. These flow fronts tend to be unsaturated and behave discretely (Baselt et al. 2021). To arrest coarse-grained flow fronts, rigid barriers are often used (NILIM 2007; WSL 2008; Kwan 2012; Piton and Recking 2016a, b; Ng et al. 2018a). A key design consideration is the force that the barriers are required to resist from the coarse frontal grains, which affects the induced impact forces for design purposes (e.g., Kwan 2012). Many small-scale physical studies have been carried out to investigate the impact loads from flow fronts (e.g., Faug et al. 2002, 2003, 2008, 2011; Håkonadóttir et al. 2003a, b; Naaim-Bouvet et al. 2004; Moriguichi et al. 2009; Mancarella and Hungr 2010; Canelli et al. 2012; Jiang and Toghata 2013; Scheidt et al. 2013; Vagnon and Segalin 2016; Ng et al. 2016, 2021; Song et al. 2017; Tan et al. 2020).

Generally speaking, these studies have been successful at capturing areal loads due to continuum-like behavior. For discrete behavior, considerable research has been performed on loading from single impacts from boulders (e.g., Yigit et al. 2011; Spadari et al. 2012; Christoforou et al. 2013; Lam et al. 2018a, b; Ng et al. 2018b; Su et al. 2017, 2018; Yong et al. 2019). However, there are several scale-related challenges that have not been elucidated when trying to capture discrete loads from the frontmost coarse grains in channelized granular flows. These flows involve successive impacts, collisions among grains, and the concurrent accumulation of static loading.

Load transducers are used for physically measuring loads. These transducers require elastic deformation or displacement (e.g., Kluger et al. 2016; Maranzano and Hancock 2016), which is often characterized as an effective spring element stiffness. For studies on granular flows, load transducers are generally rigidly attached to load-bearing plates, which provide an interface for flow material. However, the mass of these load-bearing plates plays an important role in resisting movement. Depending on the relative mass of the coarse grains and the load-measuring barrier system, the force from the impact may not be fully transmitted as load. This is especially problematic in physical modeling of the impact of coarse granular flow fronts. Some examples of data from physical studies are shown in Fig. 1 (specifically, Jiang and Toghata 2013; Scheidt et al. 2013; Bugnon et al. 2012).

In Fig. 1(a), the test was using dry gravel with diameters in the range 10 < δ < 25 mm; the channel inclination was θ = 40°, and the channel width and length were 0.3 and 2.2 m, respectively. The barrier was split vertically into multiple sections, as shown in the inset. Flow velocities were up to 5 m/s. In Fig. 1(b), the test used saturated sediments with a grain-size distribution range of 0.2 μm < δ < 50 mm. The width of the channel is 0.45 m. The impact velocity was up to around 2.5 m/s. The time history is for a single load cell at the bottom of the array. In Fig. 1(c), the test used saturated sediments with a well-sorted grain-size distribution in the range 1 μm < δ < 80 mm. The width of the channel is 8 m. Flow velocities were up to around 10 m/s.

In Figs. 1(b and c), both the raw data and filtered data are shown. Given the grain-size distribution adopted in these studies, as well as the apparent levels of ambient electronic noise, it can be inferred that at least some of these peaks are due to discrete impacts. However, it is rather difficult to assess the extent to which forces are transmitted as load because few studies give comprehensive information...
about the design of their load-measuring systems (Table 1). More importantly, these discrete impacts often represent the maximum loads that are used to deduce impact coefficients for design recommendations (Kwan 2012).

Numerical approaches for modeling the impact of granular flows include three-dimensional (3D) finite-element models (Ng et al. 2018a) and the discrete element method (DEM) (e.g., Teufelsbauer et al. 2009, 2011; Law et al. 2015; Leonardi et al. 2019). The DEM is best placed for explicitly accounting for translational inertial impacts due to individual grains, relevant to coarse granular flow fronts.

We acknowledge that there are both soft- and hard-sphere DEM models (e.g., Stratton and Wensruch 2010; Richardson et al. 2011; Murdoch et al. 2012) in addition to hybrid models (e.g., Buist et al. 2016). The difference between soft- and hard-sphere approaches is in the modeling of contact forces. Soft-sphere methods compute contact forces by allowing a certain degree of penetration between particles. In contrast, hard-sphere methods compute when the paths of grains will cross, and mediate the collision with relatively simple formulations based on the transfer of momentum (Murdoch et al. 2012). The advantage of the hard-sphere method is that collisions can be computed cheaply, with only a single calculation required per collision. This is in contrast with soft-sphere methods where intergran interactions require many time steps to resolve collisions properly. The disadvantage of the hard-sphere method lies in handling multiple simultaneous contacts; the computation of the dynamics of multiple simultaneously interacting bodies across a single timestep may not be trivial. Furthermore, hard-sphere methods are less able to provide realistic treatments of frictional contacts (Murdoch et al. 2012) because contacts are much less likely to be persistent than in soft-sphere approaches.

For the problem of granular flows impacting barriers, it appears that the soft-sphere approach has a clear advantage because persistent frictional contacts can be modeled due to the slight overlap of grains afforded by the contact model. Granular flows are often dense (Jop et al. 2006), and so both frictional contacts and multiple simultaneous contacts are commonplace. Furthermore, flows generally come to rest after impact with closed barriers, with the simultaneous development of a dead zone (e.g., Gray et al. 2003; Hákonadóttir et al. 2003; Choi et al. 2016; Ng et al. 2017, 2019). Both dense flows and dead zones are clearly governed by persistent multiple contacts and frictional forces, underlining the need for soft-sphere approaches.

Indeed, it is worth emphasizing that all of the DEM studies on the impact of grains or granular flows collected in Table 1 have adopted soft-sphere approaches. This is sufficient motivation for comparing soft-sphere approaches for modeling the impact force of granular flows on barriers at different scales.

In the soft-sphere DEM (Cundall and Strack 1979), grain contacts can be modeled using Hertzian mechanics (Johnson 1985)

\[
F_{\text{grain}} = \frac{4}{3} E^* \sqrt{r_g} (d)^{\frac{3}{2}}
\]

(1)

where \( E^* \) = effective elastic modulus corresponding to material stiffness (defined in full in Appendix I); \( r_g \) = grain radius; and \( d \) = either the elastic deformation or the overlap between grains, depending on how the impact is being modeled. An analytic expression for the maximum value of \( d \) can be written (Zhang et al. 1996)

\[
d = \left( \frac{15mU_1^2}{16E^*r_g} \right)^{0.4}
\]

(2)

where \( m \) = grain mass; and \( U_1 \) = preimpact velocity. Although the parameters that appear in Eq. (1) can be characterized with clear physical meanings, the input parameters for DEM studies on granular impact vary substantially, even when modeling the same (or similar) geological materials. Table 2 summarizes DEM studies on impact due to granular flows.

Studies that adopt Hertzian contact models (e.g., Shan and Zhao 2014; Law et al. 2015; Ng et al. 2017; Shen et al. 2018) implemented an elastic modulus \( E \) ranging from \( 1 \times 10^5 \) to \( 7 \times 10^7 \) GPa. At the lower end of this range, the elastic moduli are much lower than the material parameters that they are supposed to be modeling. Varying
<table>
<thead>
<tr>
<th>Study</th>
<th>Incl. (degrees)</th>
<th>Width B (m)</th>
<th>No.</th>
<th>Height H (m)</th>
<th>Width W (m)</th>
<th>Depth D (m)</th>
<th>Material</th>
<th>Type</th>
<th>Height H (m)</th>
<th>Width W (m)</th>
<th>Depth D (m)</th>
<th>Material</th>
<th>Frequency (kHz)</th>
<th>Granular material</th>
<th>$\delta_{\text{min}}$ (mm)</th>
<th>$\delta_{\text{max}}$ (mm)</th>
<th>$U_{\text{max}}$ (m/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tiberghien et al. (2007)</td>
<td>0–10</td>
<td>0.3</td>
<td>1</td>
<td>0.02–0.06</td>
<td>0.3</td>
<td>0.02</td>
<td>—</td>
<td>Two load cells</td>
<td>0.1</td>
<td>0.01</td>
<td>—</td>
<td>—</td>
<td>30</td>
<td>Liquid (Carbopol)</td>
<td>—</td>
<td>—</td>
<td>0.15</td>
</tr>
<tr>
<td>Shieh et al. (2008)</td>
<td>6–10</td>
<td>0.2</td>
<td>2</td>
<td>0.3</td>
<td>0.22</td>
<td>0.2</td>
<td>Acrylic</td>
<td>Two load cells</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>Gravel &amp; water</td>
<td>3.6</td>
<td>3.6</td>
<td>2.7</td>
</tr>
<tr>
<td>Moriguchi et al. (2009)</td>
<td>45–65</td>
<td>0.30</td>
<td>1</td>
<td>0.30</td>
<td>0.30</td>
<td>0.15</td>
<td>Wood/rubber</td>
<td>Kyowa (Tokyo)</td>
<td>0.05</td>
<td>0.25</td>
<td>—</td>
<td>1</td>
<td>Dry Toyoura sand</td>
<td>0.1</td>
<td>0.4</td>
<td>3.5</td>
<td></td>
</tr>
<tr>
<td>Ishikawa et al. (2010)</td>
<td>18</td>
<td>—</td>
<td>1</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>One load cell</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>Sand, gravel &amp; water</td>
<td>0.1</td>
<td>20</td>
<td>—</td>
</tr>
<tr>
<td>Bugnion et al. (2012)</td>
<td>30</td>
<td>0.01</td>
<td>1</td>
<td>0.16</td>
<td>0.26</td>
<td>—</td>
<td>Steel/elastomer</td>
<td>Cylindrical strain gauge sensor (20 kN)</td>
<td>0.12</td>
<td>—</td>
<td>—</td>
<td>2</td>
<td>Mixture</td>
<td>0.001</td>
<td>80</td>
<td>10.4</td>
<td></td>
</tr>
<tr>
<td>Caccamo et al. (2012)</td>
<td>21–33</td>
<td>0.25</td>
<td>1</td>
<td>—</td>
<td>0.01</td>
<td>—</td>
<td>—</td>
<td>2 XFTC300 (TE Connectivity, Schaffhouse, Switzerland)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>1</td>
<td>Dry glass beads</td>
<td>1</td>
<td>1</td>
<td>1.2</td>
<td></td>
</tr>
<tr>
<td>Canelli et al. (2012)</td>
<td>30</td>
<td>0.4</td>
<td>1</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>4 load transducers</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>Saturated sand</td>
<td>1</td>
<td>1</td>
<td>—</td>
</tr>
<tr>
<td>Jiang and Towhata (2013)</td>
<td>30–45</td>
<td>0.30</td>
<td>5</td>
<td>0.05</td>
<td>0.30</td>
<td>—</td>
<td>Bending beam</td>
<td>0.03</td>
<td>0.03</td>
<td>0.20</td>
<td>—</td>
<td>—</td>
<td>Angular gravel</td>
<td>10</td>
<td>25</td>
<td>5.0</td>
<td></td>
</tr>
<tr>
<td>Scheidl et al. (2013)</td>
<td>17</td>
<td>0.45</td>
<td>24</td>
<td>0.04</td>
<td>0.04</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>2.4</td>
<td>Mixture</td>
<td>0.0002</td>
<td>50</td>
<td>2.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ashwood and Hungr (2016)</td>
<td>22–34</td>
<td>0.31</td>
<td>1</td>
<td>0.36</td>
<td>0.31</td>
<td>—</td>
<td>Plywood/sheet metal</td>
<td>Omega (Norwalk, Connecticut) LCCA-1K (453.6 kg) S–beam strain gauge Donut</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>5–6</td>
<td>Dry sand/gravel</td>
<td>0.5</td>
<td>8</td>
<td>3.6</td>
<td></td>
</tr>
<tr>
<td>Song (2016)$^b$</td>
<td>25</td>
<td>0.23 (5.2)</td>
<td>1</td>
<td>0.2 (4.5)</td>
<td>0.23 (5.2)</td>
<td>0.01</td>
<td>Steel</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>20</td>
<td>Sand/glass beads</td>
<td>0.6 (13)</td>
<td>39 (1)</td>
<td>13.3</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: An em-dash indicates information that does not appear to be given in the paper. Incl. = inclination; and freq. = frequency.

$^a$The plates include an elastomer layer for dampening impulses.

$^b$Numbers in brackets indicate nominal dimensions under high-$g$ conditions (25$g$).
Table 2. Summary of DEM input parameters for various studies

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of grains</td>
<td>—</td>
<td>—</td>
<td>3,000</td>
<td>—</td>
<td>—</td>
<td>15000</td>
<td>65000</td>
<td>40000</td>
<td>70000</td>
<td>80000</td>
</tr>
<tr>
<td>Grain diameter $d$ (m)</td>
<td>0.1</td>
<td>0.004–0.006</td>
<td>—</td>
<td>0.02–0.08</td>
<td>0.0025</td>
<td>0.1</td>
<td>0.0005</td>
<td>0.0008</td>
<td>0.005–0.013</td>
<td>0.1</td>
</tr>
<tr>
<td>Elastic modulus (N/m$^2$)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Ball nom. stiffness (N/m)</td>
<td>$10 \times 10^7$</td>
<td>$2 \times 10^4$</td>
<td>$1 \times 10^6$</td>
<td>$1 \times 10^5$</td>
<td>$1 \times 10^8$</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Ball tang. stiffness (N/m)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Poisson’s ratio</td>
<td>—</td>
<td>0.3</td>
<td>0.33</td>
<td>0.3</td>
<td>0.7</td>
<td>0.3</td>
<td>0.3</td>
<td>0.7</td>
<td>0.5</td>
<td>0.25</td>
</tr>
<tr>
<td>Ball-ball fric</td>
<td>—</td>
<td>0.0025</td>
<td>0.005</td>
<td>0.008</td>
<td>0.005</td>
<td>0.0025</td>
<td>0.005</td>
<td>0.008</td>
<td>0.005–0.013</td>
<td>0.0025</td>
</tr>
<tr>
<td>Ball-wall fric</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>CoR</td>
<td>0.2–0.7</td>
<td>0.75</td>
<td>0.42</td>
<td>0.5</td>
<td>0.7</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>—</td>
</tr>
<tr>
<td>Density</td>
<td>2,600</td>
<td>2,900</td>
<td>2,650</td>
<td>2,650</td>
<td>N/A</td>
<td>2,700</td>
<td>2,700</td>
<td>2,650</td>
<td>2,500</td>
<td>2,500</td>
</tr>
<tr>
<td>No. of dimensions</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Mean part. overlap</td>
<td>$1 \times 10^{-8}$</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Contact model</td>
<td>Hooke</td>
<td>Hooke</td>
<td>Hooke</td>
<td>Hooke</td>
<td>Kelvin–Voigt</td>
<td>Hertz</td>
<td>Hertz</td>
<td>Hertz</td>
<td>Hertz</td>
<td>Hertz</td>
</tr>
<tr>
<td>Polydispersity</td>
<td>—</td>
<td>Poly</td>
<td>Mono</td>
<td>Both</td>
<td>Mono</td>
<td>Mono</td>
<td>Mono</td>
<td>Mono</td>
<td>Mono</td>
<td>Mono</td>
</tr>
<tr>
<td>Timestep (μs)</td>
<td>—</td>
<td>30</td>
<td>—</td>
<td>—</td>
<td>0.5</td>
<td>5</td>
<td>5</td>
<td>1</td>
<td>30</td>
<td>—</td>
</tr>
</tbody>
</table>

Note: An m-dash indicates information that does not appear to be given in the paper. CoR = coefficient of restitution.

$^a$Shan and Zhao (2014) adopt different elastic moduli for ball-ball and ball-wall, with the latter 10× that of the former (i.e., 700 GPa).
soft-sphere models in the context of determining peak impact loads for granular flows. Further simulations are run to understand the effects of scale. These scaling effects must necessarily be understood before using numerical tools to tackle large-scale engineering problems, such as computing the peak forces on barriers due to coarse granular flows.

**Methodology: Single-Grain Drop Tests**

**Physical Modeling Procedure**

A drop-test apparatus was used for this study (Fig. 2). This physical equipment has previously been used by Ng et al. (2019). A load cell transducer with a nominal range of 5 kN was fixed 0.5 m beneath a pneumatically operated clamp. The load cell transducer was connected to a data logger with a sampling rate of 50 kHz. The drop distance and grain mass were selected to utilize the linear region of the load cell transducer (Maranzano and Hancock 2016). A single grain with a diameter of 10 mm was loaded into the pneumatic clamp. The data-logger and camera were then initiated, after which the clamp was opened, allowing the grain to fall.

**Numerical Modeling Procedure**

The contact model adopted in this study is based on Hertzian contact theory [Figs. 3(a and b)]. A full description is given in Appendix I. The centroid of a single discrete element was generated a set distance (0.5 m) above a single horizontal plane. The horizontal plane modeled the load-measuring system (i.e., the combination of the load-bearing plate and the load transducer). The set drop distance corresponds to a preimpact velocity of around 3 m/s, characteristic of the velocities in the subsequent physical flume experiments of channelized granular flow impact. The horizontal plane had a mass \( M \) and could move in the \( z \)-direction [Fig. 3(c)]. This plane was retained by a spring element that enabled the displacements characteristic of the physical load transducer. The force on the spring element was given by

\[
F_{\text{spring}} = -k_p x_z - \gamma_p U_z \tag{3}
\]

where \( k_p \) = spring element stiffness (accounting for both the load-bearing plate and load transducer); \( x_z \) = displacement in the \( z \)-direction; \( \gamma_p \) = damping constant for the load-measuring system; and \( U_z \) = velocity in the \( z \)-direction. Critical damping was used for the simulations [i.e., \( \gamma_p = \left(\frac{4M k_p}{\gamma_p}\right)^{1/2} \), because ideal load cell transducers should not continue to oscillate continuously after impact; \( M \) is the mass of the load-measuring system]. The transmitted load in the DEM load-measuring system could be calculated from \( F_{\text{spring}} \). For each simulation, the grain was allowed to fall under the influence of gravity. The simulation was stopped when the grain had rebounded from the plane and after the plane had reached its maximum displacement.
Comparison Physical drop tests underdamped load cells make it difficult to differentiate for the load cell to reach maximum displacement. In contrast, impacts, where the impact time is faster than the time required Overdamped load cells may not register the entire load for quick flows, where many impacts take place over a short period of time. Measurement systems designed for dynamic impacts from granular flows, where many impacts take place over a short period of time. Critical damping was adopted because it is ideal for load-damped. If the load cell is modeled as being underdamped, a similar force-time history can be modeled using the DEM.

**Physical Test and Numerical Simulation Plan**

In the drop tests, a single grain diameter (10 mm) was adopted. The ratio between the mass of the plate and the grain, as well as the spring element stiffness, were varied. The grain and material elastic modules were set to 50 GPa, which is characteristic of glass. Table 3 presents the test program for both the numerical drop tests and the physical tests.

**Interpretation of Results: Single-Grain Drop Tests**

**Physical Measurements of Contact Force on Grain Impacting Load-Measuring System**

Fig. 4 compares the physically measured impact load for two cases: with just the load transducer [Fig. 4(a)]; and with a single acrylic plate attached to the load transducer [Fig. 4(b)]. Bolts were used to attach the load transducer and plate together. The mass ratio \( M/m \) (where \( M \) is the mass of the load-cell system and \( m \) is the mass of the grain) was set at two values: 50 and 350. The inserts show data from the DEM using a critically damped spring element. The postimpact oscillatory behavior can be obtained by applying underdamping.

Critical damping was used for the simulations [i.e., \( \gamma_p = (4MK_p)^{1/2} \), where \( M \) is the mass of the load-measuring system]. Critical damping was adopted because it is ideal for load-measurement systems designed for dynamic impacts from granular flows, where many impacts take place over a short period of time. Overdamped load cells may not register the entire load for quick impacts, where the impact time is faster than the time required for the load cell to reach maximum displacement. In contrast, underdamped load cells make it difficult to differentiate between successive impacts and postimpact oscillations. Both issues are highly relevant for load cells designed to capture loads from granular flows.

In practice, load cell transducers do not always include specifically designed damping mechanisms. Furthermore, attaching extra objects to load cell transducers modifies the mass and stiffness of the system, and hence the damping characteristics. Indeed, it is evident from the physical tests presented in Fig. 4 that there is a certain degree of underdamping, although the subsequent oscillations in Fig. 4(a) are less than \( 1/7 \) of the impact magnitude, indicating that the assumption of critical damping is not unreasonable. In any case, in this section, we are only interested in collisions from a single grain, so the behavior of the load cell after contact from the grain has ceased is not of primary importance. In other words, superposition of subsequent impacts with oscillations of the physical load-transducer system are outside the scope of this study, although they are relevant for physical studies on the impact of granular flows (e.g., Scheidl et al. 2013; Vagnon and Segalini 2016; Song et al. 2017, 2018). Underdamping can be captured in the DEM model by reducing the damping coefficient, as shown in the inset of Fig. 4(b).

With regard to the peak of the impact force, it is higher for Case a than for Case b. The period of oscillations after impact also increases from Case a to Case b. Both effects are due to the increased mass of the load-transducer system.

The DEM simulations shown in the inserts were run using material parameters corresponding to the physical experiments (Table 3). Initial peaks of a similar magnitude are observed for both Cases a and b, although it can be observed that in Case b, the computed DEM load is about twice that of the physical load. The fact that the difference is this large is surprising because physically meaningful parameters were, as far as possible, adopted for the

<table>
<thead>
<tr>
<th>Test series</th>
<th>Load-measuring system: elastic modulus (GPa)</th>
<th>Mass ratio between load cell system and grain, ( M/m )</th>
<th>Equivalent spring stiffness of load cell system, ( k_p ) (N/m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Comparison</td>
<td>Physical drop tests</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>DEM drop tests</td>
<td>200 (steel)</td>
<td>50</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1 (acrylic)</td>
<td>350</td>
</tr>
<tr>
<td>Parametric</td>
<td>DEM drop tests</td>
<td>50 (glass/aluminum)</td>
<td>0.1 (&lt; M/m &lt; 1,000</td>
</tr>
</tbody>
</table>

Fig. 4. Drop test results showing the physical load output by the load cell. The objects impacted are (a) the load cell itself; and (b) the load cell with a plate mounted on the load cell. The inserts show DEM back-analyses using material parameters for input, assuming that the load cell is critically damped. If the load cell is modeled as being underdamped, a similar force-time history can be modeled using the DEM.
Computational models of DEM backanalyses. Nonetheless, comparison with physically measured loads is how some studies calibrate their DEM models (e.g., Cui et al. 2018; Leonardi et al. 2019). Furthermore, the disparity between physical and computed loads implies that DEM studies recommending loads for practical engineering may be overconservative if output is based on realistic input parameters.

The difference in the size of the physical and computed loads nonetheless suggests that other factors besides the increased mass of the load-transducer system (i.e., the mass of the load transducer plus the mass of the plate) contribute to a decrease in the impact force transmitted as load. Such factors may include, for instance, a reduced composite stiffness of the load-transducer system due to the plates having a finite bending stiffness. Trying to get around these limitations will necessarily include certain trade-offs. For instance, increasing the rigidity of a load-transducer system is likely to come with an increased mass. The benefits of the increase in the system rigidity on the ratio between impact force and load measured may be offset by the increase in the system mass, which tends to reduce transmitted load. Nonetheless, the scope of this study is restricted to addressing scaling effects due to (1) the mass of the load transducer system, and (2) the scale of the experimental model, and so a detailed investigation of other potential effects is deferred for future studies.

The equivalent spring stiffness of the load transducer $k_p$ can be estimated based on the period $T$ of each vibration for Case a, where no plate was attached to the load cell. It should be emphasized that only the initial peak is due to a collision from the dropped grain, which impacts the load cell only once; subsequent peaks occur due to continued oscillations of the load cell around the rest point. These oscillations can nonetheless be used to identify the natural frequency, $f$, which can be written as $M(2\pi f)^2$, where $f$ is the frequency, and $k_p$ can then be found to be around $2 \times 10^9$ N/m.

Following a similar procedure, $k_p$ for the case where $M/m = 350$ is around $1 \times 10^9$ N/m. For single impacts, as long as the response time of the spring (governed by $k_p$) is shorter than the impact time, $k_p$ should not affect the maximum load registered. The maximum load is instead governed by the material stiffness parameters (including the Young’s modulus).

**Computed Contact Force on Grain Impacting Load-Measuring System**

In this section, the influence of the stiffness of the spring element, as well as the mass of the load-measurement system $M$ relative to the grain mass $m$, is investigated. According to Kluger et al. (2016), the magnitude of the physical load that is to be measured dictates the spring element stiffness $k_p$ that should be adopted. Generally speaking, load transducers that are rated for higher loads are stiffer. As for the effective mass ratio (e.g., Christoforou et al. 2013), high ratios of $M/m$ can be classified as infinite structure problems, wherein the structure is much larger than the impacting grain. This condition is characteristic of experiments where granular flows impact an instrumented barrier plate (e.g., Caccamo et al. 2012; Song et al. 2017). Lower mass ratios (e.g., unity) may be adopted for impacts from individual bodies. Smaller ratios of $M/m$ are also shown for completeness, although it is not expected that load-measuring systems much lighter than the impacting grains would be used (e.g., because of potential yielding).

Here, the quantities studied are (1) the maximum grain force (Appendix I gives the constitutive Hertzian soft-sphere equations), and (2) the load measured by the load-transducer system implemented in the DEM $(F = k_p x)$. The grain force should increase with the barrier rigidity. For design purposes, the highest force possible for a given collision—corresponding to an immobile barrier should be adopted to be conservative. The ratio between the aforementioned two quantities indicates how much of the force is transmitted as load.

Fig. 5(a) shows the maximum grain force obtained using the one-dimensional DEM formulation. The equivalent linear material stiffness of the grain $k_p$ is shown for reference, and was calculated using the following relationship from Leonardi et al. (2014), ultimately derived from a Hertzian formulation:

$$k_p = \frac{8}{15} \frac{E_g}{1 - \nu_g^2} \sqrt{r_g}$$

where $E_g$ = elastic modulus; $\nu_g$ = Poisson’s ratio; $r_g$ = radius; and the subscript $g$ = grain. In practical terms, setting the spring element stiffness of the load-measurement system to a value higher than $k_p$ implies that a load transducer will not measure any load. This is because the system response is always governed by the lowest stiffness. Nonetheless, the computed grain force from the Hertzian formulation should not be strongly affected.

For $M/m \geq 1000$ (i.e., the barrier is at least 1,000 times more massive than a single grain), the grain force ceases to increase and can be considered an upper bound. The spring element stiffness $k_p$ has a minimal effect because the mass of the barrier tends to prevent it from moving in response to impacts from the grain. This minimizes the difference in the size of the physical and computed loads.
the impact time, which tends to maximize the impact force because \( F \propto 1/\Delta t \) (e.g., Ashwood and Hung 2016; Leonardi et al. 2016). In contrast, for \( M/m = 0.1 \) (where the grain is 10 times more massive than the barrier), the Hertzian grain force reduces to around less than 10% of the upper bound for \( k_p = 10^5 \text{ N/m} \). This is because the spring element undergoes a large displacement, lengthening the impact time and hence reducing the Hertzian grain force. The impact behavior is reminiscent of flexible barriers (e.g., Song 2016). For a larger spring element stiffness of \( k_p = 10^6 \text{ N/m} \), the grain force increases to around 90% of that for \( M/m = 1.000 \).

Fig. 5(a) indicates that as long as requirements for the composite stiffness required for a particular load are met (i.e., the barrier cannot flex too much when impacted), and if the load-transducer system is very light compared with the grain (i.e., the effective mass ratio \( M/m \) is low), Hertzian grain forces corresponding to an immobile barrier (i.e., a completely rigid barrier) can be obtained.

Fig. 5(b) shows the transmitted load (obtained from displacement of the load-transducer system; \( F_{\text{spring}} \)) divided by the maximum grain force for a perfectly immobile barrier [Fig. 5(a)]. This ratio indicates how well the load-transducer system measures the transmitted load. If the stiffness of the moving components within the load cell are higher than the material elastic modulus \( E \), then the material properties of the load cell will govern and no load can be measured. For a mass ratio \( M/m = 0.1 \) and a spring element stiffness of \( k_p = 10^5 \text{ N/m} \), the normalized load is around 10%, indicating poor load transmission. The normalized load for this mass ratio climbs to around 90% for \( k_p = 10^8 \text{ N/m} \), indicating high load transmission. At the other extreme, for \( M/m = 1.000 \) and \( k_p = 10^5 \text{ N/m} \), the normalized transmitted load is almost zero. The normalized transmitted load climbs to just 20% for \( k_p = 10^8 \text{ N/m} \), near the upper limit for the maximum acceptable spring element stiffness.

The inability of more massive load-measuring systems to measure loads is because of their mass, which tends to resist translational movement. The impulse from the grain is too short for the load cell to experience a full cycle of vibration for a barrier plate -- assuming it vibrates at its natural frequency—can be written as follows:

\[
t_p = 2\pi \sqrt{\frac{M}{k_p}} \quad \text{(5)}
\]

An expression for the time scale for the contact time of the grain was proposed by Leonardi et al. (2014), modified from a similar formulation from Antypov and Elliott (2011) based on a Hertzian formulation, and is given

\[
t_g = 2.5 \left( \frac{m^* \pi}{k_p U_i} \right)^{0.2} \quad \text{(6)}
\]

where \( m^* \) = weighted mass ratio; \( k_p \) is calculated from Eq. (4); and \( U_i \) = preimpact velocity. A dimensionless number that roughly indicates the proportion of load likely to be measured by the load transducer can then be written

\[
\Gamma = \frac{t_g}{t_p} \quad \text{(7)}
\]

For \( \Gamma > 1 \) (i.e., \( t_g > t_p \)), the load-measuring system should be able to reach its maximum displacement \( x_c \). Conversely, for \( \Gamma < 1 \) (i.e., \( t_g < t_p \)), the composite force from the load-measuring system will tend to push the plate back toward the neutral point as soon as the force from the impacting grain stops being exerted. As such, the maximum displacement is not reached, and the force is not completely transmitted as load.

Fig. 6 shows the dimensionless number \( \Gamma \) for various spring element stiffnesses and mass ratios. Values of \( \Gamma > 1 \) appear in the shaded region. Values of \( \Gamma > 1 \) correspond to normalised load \( F_{\text{max}}/F_{\text{gran}} \) of 0.9 or above. As expected, lighter barriers (i.e., lower values of \( M/m \)) are associated with higher values of \( \Gamma \) for a given spring element stiffness \( k_p \). Eq. (7) appears to be able to provide a reasonable estimate for the ability of a load-measuring system to capture forces from impacting grains, at least within a Hertzian framework.

A few extra points are worth mentioning here. Firstly, the load transducer system should be as light as possible, although rigidity is clearly another concern. The spring element stiffness \( k_p \) (which is a function of the capacity of the load transducer) should be selected according to the loads expected while minimizing the displacement (e.g., Kluger et al. 2016; Maranzano and Hancock 2016).

Secondly, for static loading, the time scale for contact between grains and the barrier tends to infinity [Eq. (7)], so for this limit neither the spring element stiffness nor the mass of the load-transducer system affect the loads output for a given Hertzian force (Christoforou et al. 2013).

Thirdly, for studies on granular flows impacting a barrier (e.g., Ishikawa et al. 2010; Canelli et al. 2012; Jiang and Towhata 2013), the equivalent mass ratio \( (M/m) \) is likely to fall in the range \( M/m \gg 10 \) (although it is unfortunately not possible to back-calculate exact values based on the information given in such papers) (Table 1). For the physical instrumented barrier used for the subsequent channelized granular flow tests shown in Fig. 7(b), the mass of each acrylic plate is 212 g, and the mass of the load-transducer itself is 74 g. The mass of each of the 10-mm grains is \( 4/3 \pi x^2 0.0053 \text{ m}^3 \times 2,650 \text{ kg/m}^3 = 1.4 \text{ g} \). This gives a ratio \( M/m \) of about 200, so Fig. 7(b) implies that is not possible to measure the full dynamic load from discrete impacts at the flow front using this configuration. The extent of the undermeasurement can nonetheless be estimated from graphs such as Fig. 5(b) or 6 by calculating the equivalent mass and equivalent material linear stiffness ratios. Furthermore, this undermeasurement should be recognized by researchers using such data to calibrate numerical models (e.g., Cui et al. 2018; Leonardi et al. 2019) because the
loads measured may not be representative of the actual forces involved.

**Methodology: Channelized Granular Flows**

**Physical Flume Tests**

Physical flume tests were performed as a benchmark for the DEM simulations. The flume was 0.2 m wide by 0.5 m deep, and had a length of 3.0 m (Fig. 7). A high-speed camera (Prosilica GE640, Allied Vision Technologies GmbH, Stadtroda, Germany) with a frame-rate of 300 frames per second (FPS) and a resolution of $1,500 \times 1,000$ pixels faced the sidewall to capture the flow kinematics. A total mass of 40 kg of uniform glass spheres with individual diameters of around 10 mm was placed into a storage section at one end of the flume. The mass of each sphere was 1.4 g, with a material density of around $2,650 \text{ kg/m}^3$.

An instrumented barrier with five load transducers attached to individual load-bearing plates made of acrylic was placed at the other end of the flume. The load-bearing plates were attached using screws integrated into the load transducers. The mass of each plate was 212 g, and the mass of the load transducers was 74 g. A pneumatically operated gate was used to retain the grains before dam-break. After inclining the flume to the desired inclination and starting the camera, the gate was opened.

**Numerical Modeling: Channelized Granular Flows**

The open-source DEM model LAMMPS Improved for General Granular and Granular Heat Transfer Simulations (LIGGGHTS) (Kloss and Goniva 2010), was used to perform granular flow impact simulations. A total mass of 40 kg of discrete elements (Choi et al. 2016; Goodwin and Choi 2020) was generated randomly within a storage area at the head of the channel. The size of each element was $10 \pm 1$ mm, following an approximately Gaussian distribution. Applying a slight degree of polydispersity is one way of minimizing artificial crystalline structures from appearing (e.g., Marchelli et al. 2019). After the grains had settled within the storage area, the direction of gravity was changed to simulate inclining the channel. The grains were again allowed to come to rest. Thereafter, the gate (modeled as a plane separating the storage area and the channel) was deleted, enabling dam-break conditions (Iverson et al. 2010; Ashwood and Hungr 2016). The grains were thus allowed to move downstream and collide with the barrier.

It should be emphasized that the barrier was not modeled in the same way for the simulations with a single discrete element and for simulations of channelized granular flows. The simulations with a single discrete element were used to assess the effects of the mass of the load cell system on the load measured. As such, the modeled barrier had a particular mass and equivalent spring stiffness.

For the DEM simulations of granular flows, the barrier was modeled instead as an immobile plane with no mass. This is the way in which all DEM studies on flow–barrier interaction that we reviewed modeled the barrier (specifically, An and Tamant 2007; Teufelsbauer et al. 2009; Salciarini et al. 2010; Teufelsbauer et al. 2011; Shan and Zhao 2014; Albaba et al. 2015, 2018; Law et al. 2015; Ng et al. 2017; Shen et al. 2018; Cui et al. 2018; Marchelli et al. 2019) (Table 2). The effects of barrier vibration on measured impact loads for granular flows are discernible a priori, in that superposition occurs. The influence of this superposition on measured loads is evaluable through single-grain drop tests, measuring the maximum negative load registered by the load transducer. Given these considerations, it was chosen to model the barrier plate as though it was rigid for the channlized granular flow tests. This choice is especially helpful for evaluating results from the other DEM studies on granular impact.

The barrier interacted with the discrete elements using the Hertzian contact model. Stiffness parameters and the coefficient of restitution were defined to be the same as that of the discrete elements. Making the stiffness coefficients unequal has a predictable effect on the measured loads, as shown by Eq. (19) in Appendix I: reducing either one leads to a reduction in the composite Young’s modulus, and a corresponding decrease in the computed impact loads. Furthermore, the coefficient of interface friction on the barrier was the same as the other boundaries in the model.

![Fig. 7. Physical setup for granular flow impact tests: (a) side view of flume; (b) front view of instrumented barrier; and (c) individual view of one load-measuring system. All dimensions in millimeters.](image-url)
**Selection of DEM Parameters for Channelized Flow Simulations**

According to Coetzee (2017), there are two main ways of calibrating DEM models: either by measuring properties at the grain level, or by observing the bulk behavior of a physical array of grains and iteratively changing numerical parameters until the DEM model is able to reproduce the behavior. Indeed, the process of validating DEM parameters for granular flows through comparison with physical flow kinematics is well-established (e.g., Teufelsbauer et al. 2009, 2011; Shen et al. 2018; Marchelli et al. 2019; Zhang and Huang 2021). Coetzee (2017) nonetheless noted that there are no standardized techniques for either type of calibration. In this study, we use values derived from a combination of the two techniques: the interface friction angle was directly measured, whereas the internal friction angle was calibrated iteratively.

The interface friction angle came from direct measurements from a tilt-test by Choi et al. (2016), following the procedure outlined by Pudasaini et al. (2007), Mancarella and Hungr (2010), and Jiang and Towhata (2013). Specifically, a cylindrical container with a diameter of approximately 20 cm, open at both ends, was filled to a depth of around 10 cm with glass beads. The container was placed on a filmed acrylic board. The board was then gradually inclined and numerical flows from Ng et al. (2019) following the iterative procedure related by Coetzee (2017). Ng et al. (2019) conducted physical flume tests using an open-channel flume identical with the one in this study, and 40 kg of glass spheres with a diameter of 10 mm were used. DEM back-analyses of these tests, which were geometrically identical with the physical tests, were then performed to compare the flow depths and flow velocities for a range of friction angles. The value of 19.8° was found to give the best match with the physical flow kinematics. This back-analyzed friction angle was subsequently also adopted by Goodwin and Choi (2020) and Goodwin et al. (2021), who both used the DEM to model granular flows. Both studies also included separate calibrations against physical flow experiments with different boundary conditions. The varied boundary conditions included both open and closed barriers in the channel, as well as roughened basal boundary conditions; reasonable matches were obtained between physical and DEM results for each case. In the latter study, physical and numerical output for the pileup height and outflow rate of spheres impacting an open barrier (i.e., a barrier with a vertical slit) were compared in addition to the flow kinematics across a range of channel inclinations, and a close quantitative match was found.

The effects of the friction parameters on the flow dynamics are mediated entirely through tangential forces, which are also functions of the coefficient of restitution and the mass of the grains (Appendix I). Indeed, the coefficient of restitution depends on both colliding objects, as well as their relative masses. Ng et al. (2019), used physical drop tests similar to those in this study to characterize the coefficient of restitution of glass beads with a diameter of 10 mm. When impacting a fixed steel slab, the coefficient of restitution was 0.74. Chau et al. (1998) found a coefficient of restitution in the range 0.39–0.49 for rock fragments falling onto slopes. Hung and Evans (1988) back-analyzed a coefficient of restitution of 0.5 for rockfalls. The DEM studies collected in Table 1 adopt values of between 0.2 and 0.8. In this study, we select 0.5 as a maximum plausible value of the coefficient of restitution that might be relevant to cases in the field, given our interest in scale effects.

**Scaling for Flume Tests**

We introduced a dimensionless geometric scaling factor Ω for the latter part of this study. For the DEM simulations of channelized flows, all distances were varied by Ω, including the channel width B, grain diameter δ, and distance from the gate to the barrier L. Ω gives length scales relative to the laboratory-scale flume used for the physical tests in this study. Parameters such as the elastic modulus E and the material density ρ were not varied because they are material constants. Indeed, E has been shown to have very limited influence on open-channel flow dynamics for dry granular flows (e.g., Kumaran and Bharathraj 2013; Kneib et al. 2016, 2017, 2019). The bulk density was found to vary almost negligibly with scale, consistent with Iverson (2015), who stated that this should be the case for flows that are dry and nearly or completely monodisperse. An example of the DEM models at different scales Ω is shown in Fig. 8.

As for ensuring dimensional similitude, to characterize the flows, dimensionless scaling numbers can be used to compare the dynamics of the flows in this study relative to field events. The Froude number $Fr$ gives the ratio of inertial forces to dynamic forces (Armanini et al. 2011, 2014; Armanini 2015; Choi et al. 2015; Ng et al. 2016, 2019)

$$Fr = \frac{U}{\sqrt{gh\cos \theta}}$$

where $U$ = velocity; $g$ = gravitational acceleration; $h$ = flow depth; and $\theta$ = channel inclination. $Fr$ for channelized granular flows in the field can vary depending on the flow type, but they lie within the range $0 < Fr < 7.5$ for debris flows (Hübl et al. 2009), which may have coarse granular fronts. The procedure for characterizing $Fr$ reported by Ng et al. (2019), i.e., characterizing $Fr$ using a static monitoring region for open-channel DEM flows, was adopted.

Fig. 9 shows $Fr$ for open-channel flows at six channel inclinations ($10^\circ < \theta < 30^\circ$) as a function of time along the length of the flow. Time $t = 0$ s was set when the front of the flow started to enter the monitoring region. The monitoring zone was 100 mm long and was centered 1.7 m downstream, where the barrier would have been. The minimal $Fr$ for each flow was within the reported range for prototype debris flows (Hübl et al. 2009).

Froude numbers $Fr$ for open-channel flows at different scales, denoted by a dimensionless geometric scaling factor Ω.

Fig. 10 shows open-channel flows similar to those in Fig. 9. In Fig. 10, the channel inclination $\theta$ is $30^\circ$ for each case. The scale factor $\Omega$ was varied from 0.25 to 128 (Fig. 8 gives a graphical definition of $\Omega$). The abscissa is normalized by $\sqrt{\Omega}$ to scale time to the laboratory scale flume experiments. Figs. 10(a–d) were sampled at points relative to the position of where the downstream barrier would be in the subsequent simulations of granular flow impact (i.e., $L = 1.7\Omega$ m). Specifically, Figs. 10(a–d) correspond to $0.25L$, $0.5L$, $0.75L$, and $L$. The normalized time starts when the flow enters the first monitoring section. Lines show the entire set of extracted data, and markers are plotted every n values for clarity. The collapse in data when plotted against normalized time occurs regardless of where the static monitoring section is placed, indicating similitude of $Fr$ along the length of the channel.
Both physical experiments and DEM simulations of flows impacting a barrier were performed at inclinations of between 10° and 30°, with an immobile plane placed orthogonally to the channel base 1.7 m downstream from the storage area. The placement of the barrier was chosen with due consideration to the Froude numbers of the flows (Figs. 9 and 10). In the first set of DEM simulations, both the elastic modulus $E$ and channel inclination $\theta$ were varied. In the second set of simulations, the geometric scaling factor $\Omega$ and elastic modulus $E$ were varied. The plan for the physical flow tests and numerical simulations is presented in Table 4.

**Interpretation of Results: Channelized Granular Flows**

**Comparison of Flow Dynamics**

It was shown in previous sections that load-measurement systems used in granular flow experiments are likely to lead to discrete grain impact forces being incompletely transmitted as loads. This is ultimately because of the mass of the plates that are required to provide an interface with the flows to allow load transmission to the load transducer. In this section, we evaluate potential incomplete load transmission using both physical experiments and a DEM model. In the DEM simulations, the barrier is modeled as being immobile, as per other DEM studies on impact, which gives an upper bound for the load.

Fig. 11 shows physical and computed flows for 10° and 30°. Particle imaging velocimetry (PIV) vectors are overlaid to show the velocity fields (Thielicke and Stamhuis 2014). The longest vectors correspond to a velocity of about $4 \text{ m/s}$, and the other vectors are scaled in length accordingly. For both channel inclinations, the granular flow front approaches the slit-structure as a wedge [Figs. 11(a and e) and 11(b and e)], as reported in multiple other studies on granular flows (e.g., Gray et al. 2003; Hákonadóttir et al. 2003a; Choi et al. 2016; Ng et al. 2017, 2019). Runup then occurs [Figs. 11(a and f) and 11(b and f)] (Choi et al. 2015), although the runup height for the 10° case is minimal. As the flow material continues to advance downstream, the pileup height develops further [Figs. 11(c–f)] (Hákonadóttir et al. 2003b; Jóhannesson et al. 2009).

Figs. 11(c and d) show the computed kinematics observed using the DEM model. Both the shape of the flow as it impacts the barrier and the velocity field are broadly captured using the DEM model, suggesting that the full 3D model is able to capture the general kinematics of the flow. Changing the grain elastic modulus $E$ does not change the bulk flow or impact kinematics, even for relatively low...
values (e.g., Kumaran and Bharathraj 2013). Nonetheless, the computed impact load does change, as shown in the following section.

It should be emphasized that the number of particles in the physical experiments and the DEM simulations are the same; both have around 30,000 grains. This notwithstanding, for the tests at a channel inclination of 10°, the flow depth upstream of the barrier appears to be slightly higher for the DEM at around three grain diameters, whereas for the physical experiment, it is around two particle diameters. The degrees of concavity are also different, with positive concavity in the physical test and a more uniform layer for the DEM back-analysis. The reason for the varying degrees of concavity may be related to the assumptions of unchanging values of parameters in the flow, including friction coefficients and coefficients of restitution. Indeed, both the friction coefficients and the coefficient of restitution are recognized to vary with velocity and stresses (e.g., Jop et al. 2006; Lam et al. 2018b; Sandeep et al. 2020). For flows at different inclinations, the stresses and velocities within the flow must change, so deficiencies in the set of DEM parameters originally determined from comparisons of physical and numerical flows at higher inclinations [22° to 30° (Ng et al. 2019; Goodwin and Choi 2020; Goodwin et al. 2021)] may lead to differences in observed kinematics at lower inclinations.

As the impact process is beginning, loading is predominantly at the base of the plate. The translational movement of the load cell system that is required for measuring loads can be accompanied by rotational movement, especially during this initial part of the impact process. It is thus prudent to assess if rotational movement is likely to be important.

The moment at the tip of a cantilever beam, can be calculated as follows:

$$\delta_{\text{moment}} = \frac{(FL_{\text{beam}})L_{\text{beam}}^2}{2EI}$$
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Table 4. Test plan (channelized flow tests)

<table>
<thead>
<tr>
<th>Test series</th>
<th>Grain elastic modulus (GPa)</th>
<th>Channel inclination, $\theta$ (degrees)</th>
<th>Scale factor, $\Omega$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Physical flume tests</td>
<td>—</td>
<td>10, 14, 18, 22, 26, 30</td>
<td>—</td>
</tr>
<tr>
<td>DEM simulations: $Fr$</td>
<td>0.01, 0.1, 1, 10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DEM simulations: scale</td>
<td>0.01, 10</td>
<td>30</td>
<td>0.25, 0.5, 1, 2, 4, 8, 16, 32, 64, 128</td>
</tr>
</tbody>
</table>

Fig. 10. Froude numbers $Fr$ for open-channel flows at different scales, denoted by a dimensionless geometric scaling factor $\Omega$. 
Comparison of Impact Dynamics: Physical and DEM

Fig. 12 shows the impact load time histories on a barrier for three cases: (1) physical load measurements obtained by summing the contributions from each of the five load transducers [Fig. 7(b)]; (2) loading on the barrier for \( E = 0.01 \) GPa using the DEM; and (3) loading on the barrier for \( E = 10 \) GPa, also using the DEM. These values cover typical values of \( E \) input into the DEM, within the limits of the program adopted (LIGGGHTS) and the requirement for high-frequency sampling of contact forces. \( E = 10 \) GPa approaches the elastic modulus of geological materials. Values of \( E \) are applied to both the bulk granular assembly and the barrier; the effective elastic modulus \( E^* \) is thus exactly 0.5E for each case.

Six channel inclinations are shown covering a range of \( Fr \) appropriate to prototype geophysical hazards (Fig. 9) (Hübl et al. 2009). The final static load is about the same for all three cases, which lends further confidence to the input parameters used for the model and also shows that the elastic modulus has a minimal effect on the flow dynamics. Furthermore, reference lines are plotted in Figs. 12(b and c) corresponding to the theoretical impact load using the Hertz equation with an analytic expression for overlap/deformation [Eqs. (1) and (2)] (Johnson 1985; Zhang et al. 1996). It was assumed that a single grain was dropped for the same vertical distance caused by inclining the channel (i.e., without considering losses due to bouncing, shearing, or rotation during outflow). These lines can be assumed to be interpreted as an upper bound for the impact load.

The relatively smooth increase of the physical loads [Fig. 12(a)] is because of the translational inertial effect of the barrier, which means that transient loads due to individual grain impacts are not captured. For each channel inclination, the load rises until the static load is reached. For these cases, the static loading appears to be sufficient for characterizing the maximum load.

The data from the physical load measurements [Fig. 12(a)] are closer to the DEM output for \( E = 0.01 \) GPa [Fig. 12(b)]. The DEM [Fig. 12(b)] does show a few transient loads due to the impact from individual grains, although none of these are greater in magnitude than the final static load. In contrast, for \( E = 10 \) GPa [Fig. 12(c)], there are large transient loads even for the lowest Froude number [Figs. 12(c and d)]. These are due to the frontmost grains, which impact directly on the barrier. The systematic overestimate of the load calculated using the Hertz equation [Eqs. (1) and (2)] occurs because it is assumed that the grain does not lose any energy as it moves downstream.

Load-Reduction Factor for Physically Measured Loads from Granular Flows

Fig. 12 has shown that impact loading behavior for a coarse granular flow impacting a barrier is governed by either (1) discrete Hertzian impulses, or (2) the final static load. For all of the physical tests performed, the static load appears to dominate. This is because the mass of each of the load-bearing plates tends to lead to incomplete transmission of grain force to measured load. Indeed, the DEM with an elastic modulus closer to that of typical geomaterials suggests that discrete loads from the dispersed front of the granular flow can govern the peak impact loading behavior instead of the final static load \( F_{\text{static}} \).

Fig. 13 summarizes the maximum loads normalized by the final static load for a range of elastic moduli and channel inclinations modeled using the DEM. It should be reiterated that \( \theta \) is a proxy for the \( Fr \) profile down a channel for a particular flow, as shown in Fig. 9. Higher values of \( \theta \) are correlated with higher values of \( Fr \). Reference lines based on existing analytic expressions are also plotted. The final pileup height at the barrier \( h_2 \) is calculated using an

\[
F = \text{impact load; } E = \text{elastic modulus; } L_{\text{beam}} = \text{length of the beam; and } I = \text{second moment of area given by } I = \frac{DL_{\text{beam}}}{3}, \text{where } D \text{ is the thickness of the plate. For the impact load of 0.3 kN measured in the drop tests, and assuming an elastic modulus of 300 GPa for the plates of the measuring system, this corresponds to a maximum deflection of about 2.4% that of the distance between the edge of the measuring system plate and the load cell.}
\]

This calculation implies that the rotation of the plate of the load-measuring system is insufficient to affect the translational ability of the load transducer: the translational load transmission should only be slightly affected. Steps to reduce the rotation of the system—for instance, increasing either \( E \) or \( I \)—are constrained by the increase in mass (and hence translational inertia) caused by increasing the rigidity.

Indeed, it would appear that the most favorable solution is instead reducing \( L \), the distance between the edge of the plate of the load-measuring system and the load transducer, by installing load cells as close together vertically as possible [similar to the load cell transducer array of Scheidt et al. (2013)].
Fig. 12. Comparison of physically measured and computed impact load on barrier: (a) physically measured loads on the barrier; (b) computed loads from the DEM model for $E = 0.01$ GPa; (c) computed loads from the DEM model for $E = 10$ GPa; and six different inclinations: (d) $\theta = 10^\circ$; (e) $\theta = 14^\circ$; (f) $\theta = 18^\circ$; (g) $\theta = 22^\circ$; (h) $\theta = 26^\circ$; and (i) $\theta = 30^\circ$. 
model dynamic loads that match with physical measurements of dealing with drop tests. As such, it is rather difficult to numerically impact from a single grain, and is a challenge for granular flow cause of the relatively high mass of the barrier compared with concurrent impacts, which are more likely for softer materials of flows. In this final section, the effects of the scale of the flow itself are preliminarily investigated using existing theory and the Hertzian DEM. As discussed previously, DEM simulations were run at different scales characterized using a dimensionless geometric scaling factor \( \Omega \) (Fig. 8 offers a graphical depiction of \( \Omega \)). Froude similarity for each of the cases at different scales has already been established (Fig. 10). In this section, the load on the load-measuring system (the barrier) is calculated directly from the overlap between the grains and the barrier and can thus also be referred to as the Hertzian grain force. This is different from earlier in the study where for single-grain collisions, the load was calculated by allowing the load-measuring system to displace elastically and then calculating the degree of displacement.

Time-histories from this investigation are shown in Fig. 14. The bulk normalized load is shown in black. The highest instantaneous load on an individual grain in contact with the barrier at each time step is also shown. The grain that is sampled can thus change between time steps. All loads shown are normalized by the final static load from the bulk granular assembly that was computed for each case. The horizontal gray line shows the final static loading, and is always unity due to the normalization adopted. Two representative values of both \( E \) and \( \Omega \) are shown to highlight the changes in loading behavior for extreme cases. As the scaling factor \( \Omega \) is increased from 1 to 128, the magnitude of the Hertzian impulses relative to the final static load tends to decrease. Furthermore, consistent with results shown in Figs. 12 and 13, the magnitude of Hertzian impulses increases with the elastic modulus \( E \).

The reason for the scaling factor affecting the ratio \( F/F_{\text{static}} \) can be shown theoretically [discussed in Appendix II, which manipulates equations from Johnson (1985), Zhang et al. (1996), and Hakanadottir et al. (2003b)]. Nonetheless, in short, \( F \) scales according to \( \Omega^2 \) (due to a contact area that changes nonlinearly with scale), whereas \( F_{\text{static}} \) scales according to \( \Omega \). This is why point granular loads are relatively more important at small scales, and static loading is relatively more important at large scales. This has a very interesting implication: the attenuation effects caused by the mass of the load-measuring system at small scales means that the loading behavior may actually be representative of large scales due to compensating error. Indeed, Fig. 14(a) (lab scale) and Fig. 14(b) (field scale) show almost identical normalized impact loading curves.

Figs. 15(a and b) show the effects of changing the scale and the elastic modulus in more detail. Fig. 15(a) corresponds to an analytic expression proposed by Hakanadottir et al. (2003b) for a continuum flow impacting an immobile barrier, assuming an incompressible flow:

\[
\frac{U_1^2}{gh_1 \cos \theta} + 1 = \left( \frac{h_2}{h_1} \right)^2 - \frac{h_2}{h_1} + \left( \frac{h_2}{h_1} \right)^{-1}
\]

(10)

The first term is \( Fr^2 \) for an inclined channel; and \( h_1 = \) flow depth before impact. Values for each are taken from the longitudinal middle of the flow, where \( Fr = \) minimum and \( h_1 = \) maximum (Fig. 9). The value for \( h_2 \) can then be used to find the final static loading on the barrier

\[
F_{\text{static}} = \frac{1}{2} (Bh_2 \cos \theta) (\rho \phi gh_2 \cos \theta)
\]

(11)

where \( B = \) channel width; \( \rho = \) material density; and \( \phi = \) solid volume fraction. As for the analytic Hertzian load, Eqs. (1) and (2) are adopted.

Fig. 13 shows that as the elastic modulus \( E \) is increased, the static load reduces in importance. Even for low channel inclinations and values for \( E \) much lower than those of typical geomaterials, the calculated Hertzian peak load can be double that of the static load.

Furthermore, there is a reduction of \( F/F_{\text{static}} \) as \( Fr(\theta) \) increases. As \( Fr \) increases, the static load due to the pileup becomes relatively more important compared with the granular loading linked to the preimpact velocity [this can be shown using Eq. (10)]. Higher values observed for \( E = 0.01 \) GPa and 0.1 GPa at 14° occur because of concurrent impacts, which are more likely for softer materials due to longer contact times.

Collectively, this suggests that measurements from physical experiments tend to underestimate the load on the barrier. This is because of the relatively high mass of the barrier compared with impact from a single grain, and is a challenge for granular flow problems. Specifically, it is difficult to measure peak loads that correspond to the actual peak grain forces, as detailed in the section dealing with drop tests. As such, it is rather difficult to numerically model dynamic loads that match with physical measurements of dynamic loading because the physical values of load do not correspond to full transmission of force. One solution to match these reduced loads that is common for DEM users (e.g., Law et al. 2015; Shen et al. 2018; Cui et al. 2018; Marchelli et al. 2019) is reducing the value of the elastic modulus \( E \) to unphysically low values. Low values of \( E \) mean that computational time can be reduced (e.g., Leonardi et al. 2014) with the flow dynamics relatively unaffected (Kumaran and Bharathraj 2013).

An alternative approach to using values of \( E \) that are physically correct but computationally expensive could be to use data such as that presented in Fig. 13 to assist in deconvolution of impact loads. It should nonetheless be noted that deconvolution of such signals involves other challenges, such as dealing with the changing composite translational inertia of the load-measurement system caused by the formation of the dead zone. However, such treatments are outside the scope of this study.
elastic moduli $E = 0.1$ GPa (commonly adopted in DEM studies) (Table 2) and Fig. 15(b) corresponds to $E = 10$ GPa (closer to the material elastic modulus for real geological materials). Two lines are shown for each value of $E$: (1) the highest instantaneous grain load normalized by the final static load; and (2) the maximum load, which can refer to either the maximum grain load due to one or more grains, or the final static load due to the bulk granular assembly. The theoretical lines are calculated using the set of equations described in Appendix II (e.g., Johnson 1985; Zhang et al. 1996; Hákonadóttir et al. 2003b). The trend of $F/F_{\text{static}}$ for individual impacts follows the same trend implied by the theory; both the gradient of the slopes and the value of the data points match reasonably.

For the total loading due to the bulk granular assembly, the final static load dominates at every model size for $E = 0.1$ GPa [Fig. 15(a)]. For $E = 10$ GPa [Fig. 15(b)], the maximum total load can be said to be governed by discrete Hertzian loading for $h < 1$ m. For $h < 1$ m, the maximum load due to the bulk assembly is slightly higher than both the maximum load on a single grain and the final static load. This is related to whether concurrent impacts of grains tend to occur; the relative lack of importance of concurrent impacts for this value of $E$ is because the contact duration is very short [Eq. (5) and Leonardi et al. (2014)]. Concurrent impacts also occur for $E = 0.1$ GPa, where, due to the longer impact time, the incidence of concurrent impacts is higher than for $E = 10$ GPa. However, these concurrent impacts are not enough to overcome the final static load and so do not govern the loading behavior.

These results imply that the system of equations presented in Appendix II may give a reasonable indicator as to the governing load for any particular problem. They give a helpful theoretical basis for when boulders can be assumed to be part of the flow and when they should be considered to exert point loads on a barrier. It appears that if hydrostatic scaling is adopted, granular flows impacting barriers are largely scale-independent, but grain impacts based on established Hertzian contact mechanics are not. Nonetheless, other numerical schemes, perhaps based on the hard-soft sphere hybrid method proposed by Buist et al. (2016), may ultimately be more appropriate for modeling the behavior and impact force of the dispersed flow front.

### Conclusions

The main novel contributions from this study were to systematically investigate translational inertial effects and scaling considerations for coarse granular flows impacting a load-measuring barrier. This study reveals that there are two main scaling considerations for granular flows impacting load-measuring systems: (1) the design of the load-measuring system, and (2) the scale of the model (e.g., lab scale or full scale):

- Considerations relating to the design of the load-measuring system include the relative masses of the grains and load-measuring system, the equivalent spring element stiffness of the load-measuring system, and the impact velocity of the
grains. A dimensionless number was proposed and evaluated that describes the extent to which the ratio of masses between a barrier and grains in a flow front influence the measured load. This number considers translational inertia and impact velocity. The number can be used to evaluate the design of physical load-measuring systems to enable a higher degree of load transmission from individual grains.

• It was shown both numerically and theoretically that the impact dynamics for coarse dry granular flows are not scale-independent within the framework of Hertzian contact mechanics. Although the final static load on a barrier scales directly with an increase in the dimensions of a model, discrete Hertzian impacts increase at a lower rate with scale. This implies that discrete impacts become proportionately less important as the model scale is increased.

• It appears that there is beneficial compensating error caused by adopting elastic moduli that are much lower than typical geomaterials (≈0.1 GPa) as input parameters for DEM simulations of small-scale channelized flows. This is because discrete Hertzian impacts reduce in importance with scale relative to the final static load on a barrier. Using lower elastic moduli for small-scale DEM simulations allows these reduced discrete Hertzian impacts, characteristic of large-scale impact cases, to be modeled at small scales.

• Concurrent impacts are statistically more likely for lower elastic moduli (e.g., $E = 0.1$ GPa), which are probably less relevant for real engineering geomaterials and barrier materials. This indicates that the principle of superposition in some design guidelines (i.e., adding the discrete loads from all the coarse grains at the flow front and treating the total load as the design one) may result in overly conservative design.

\[ F_n + F_t = [k_n \delta_{ij} - \gamma_n u_{ij}] + [k_t \delta_{ij} - \gamma_t u_{ij}] \]  

where $k_n$ and $k_t$ are elastic parameters for normal and tangential contacts, respectively; $\delta_{ij}$ and $u_{ij}$ are distances by which grains overlap normally and tangentially (Silbert et al. 2001); $\gamma_n$ and $\gamma_t$ are viscoelastic damping constants for normal and tangential contacts; and $u_{ij}$ and $u_{ij}$ are normal and tangential components of the relative velocity of the two grains. In Hertzian contact models, values for $k_n$, $k_t$, $\gamma_n$, and $\gamma_t$ are a function of time-varying parameters such as the overlap distance

\[ k_n = \frac{4}{3} E^* \sqrt{r_p \delta_{ij}} \]  

\[ \gamma_n = -2 \frac{5}{6} \beta(e) \sqrt{2E^* (r_p \delta_{ij})^{1/2}} m^* \geq 0 \]  

\[ k_t = 8G^* \sqrt{r_p \delta_{ij}} \]  

\[ \gamma_t = -2 \frac{5}{6} \beta(e) \sqrt{8G^* (r_p \delta_{ij})^{1/2}} m^* \geq 0 \]

where $\beta = \text{constant that is a function of the coefficient of restitution } e$.

The effective variables $r_p^e$, $m^*$, $E^*$, and $G^*$ (radius, mass, elastic modulus, and shear modulus, respectively) are given by Eqs. (17)–(20) (e.g., O’Sullivan 2011), and $\beta$ is given by Eq. (21)

\[ \frac{1}{r^e} = \frac{1}{r_1} + \frac{1}{r_2} \]  

\[ \frac{1}{m^*} = \frac{1}{m_1} + \frac{1}{m_2} \]  

\[ \frac{1}{E^*} = \frac{(1 - \nu_1^2)}{E_1} + \frac{(1 - \nu_2^2)}{E_2} \]  

**Appendix I. Contact Model**

Soft-sphere DEM contact models can be linear (e.g., Hookean) or nonlinear (e.g., Hertzian). This affects the way in which the contact force is computed. A Hertzian model was selected in this study because interactions between grains are inherently nonlinear. In the LIGGGHTS implementation of the DEM, the basic governing equation for contact forces between the $i$th and $j$th grains $F_{ij}$ is given as follows (DCS Computing 2020; Brilliantov et al. 1996; Zhang and Makse 2005):

![Fig. 15. Ratio of Hertzian and final static loads across a range of scales: (a) $E = 10^8$ Pa; and (b) $E = 10^{10}$ Pa. The straight reference lines are calculated from the set of equations in Appendix II. The regions for scale are nominal ranges based on studies such as those by Choi et al. (2015) and Kesseler et al. (2020) for the lab scale. For the field scale, the regions correspond to Iverson (1997) and Iverson and George (2014).](image)
\[
\frac{1}{G^*} = \frac{2(1 - \nu_1^2)(1 + \nu_1^2) + 2(1 - \nu_2^2)(1 + \nu_2^2)}{E_1} + \frac{2(1 - \nu_3^2)(1 + \nu_3^2)}{E_2}
\]  
\beta = \frac{\ln e}{\sqrt{\ln e + \pi^2}}
\]

where \(\nu\) = Poisson’s ratio.

For planes modeled using the DEM, the radius and mass are assumed to tend to infinity, meaning that \(r^* \rightarrow r\) and \(m^* \rightarrow m\). Furthermore, Eq. (19) implies that the effective elastic modulus is governed by the material that is softer. Furthermore, none of the tangential equations are required for normal impact cases, as in the drop tests on a displaceable barrier performed in this study. Nonetheless, frictional forces are important for the granular flows modeled in this study. Finally, the tangential forces in Eq. (17) are subject to the following condition:

\[F_t \leq \phi' F_n\]  

where \(\phi'\) = either the intergrain or interface friction angle.

### Appendix II. Geometric Scaling Factor \(\Omega\)

Applying the geometric scaling factor \(\Omega\) to quantities with length (e.g., the flow depth \(h_1\)), the equations from the main text can be modified. To hold \(Fr\) constant across different scales, the velocity \(U_1\) must be proportional to \(\sqrt{\Omega}\) to ensure that it changes at the same rate as \(h_1\) (which is proportional to \(\Omega\))

\[Fr = \frac{U_1 \sqrt{\Omega}}{\sqrt{g(h_1_\text{h}) \cos \theta}}\]

where \(g = \text{acceleration due to gravity}\); and \(\theta = \text{channel inclination}\). The equation for pileup proposed by Hákonadóttir et al. (2003b) can then be modified to be written

\[
\frac{\Omega U_1^2}{\Omega g h_1 \cos \theta} + 1 = \left(\frac{\kappa h_2}{\Omega h_1}\right)^2 - \frac{\kappa h_2}{\Omega h_1} + \left(\frac{\kappa h_2}{\Omega h_1}\right)^{-1}
\]

where \(h_1\) = pileup height after impact; and \(\kappa = \text{unknown coefficient of proportionality}\). For \(Fr > 1\), it can be shown that \(\kappa h_2 = \Omega h_2\), i.e., \(\kappa = \Omega\). Eq. (24) behaves nonlinearly for \(Fr < 1\), but this nonlinearity is neglected in this analysis because \(Fr < 1\) is not typically the most important case to consider for impact. This means that the final static load can be estimated as follows:

\[
F_{\text{static}} = \frac{1}{2} \left(\Omega B h_2 \cos \theta\right) (\phi \rho g \beta h_2 \cos \theta)
\]

where \(\phi = \text{solid volume fraction}\); and \(\rho = \text{bulk density}\). Eq. (25) shows that \(F_{\text{static}} \propto \Omega^2\).

The Hertzian load for a single grain is derived assuming finite overlap from two spheres and can be directly written as follows [e.g., Johnson 1985; Zhang et al. 1996]:

\[
F_{\text{grain}} = \frac{4}{3} E^* \sqrt{\Omega r_g} \left\{15 \rho \left(\frac{\Omega r_g}{16 E^* \sqrt{\Omega r_g}}\right)^2\right\}^{0.6}
\]

where \(m(\Omega)\) indicates that mass \(m\) is some function of \(\Omega\) because it depends on the grain radius. By writing \(m\) explicitly in terms of the grain radius, we obtain

\[F_{\text{grain}} = \frac{4}{3} \frac{15}{16} E^* \sqrt{\Omega r_g} \left\{\left(\frac{\Omega r_g}{16 E^* \sqrt{\Omega r_g}}\right)^2\right\}^{0.6}\]

which can be reduced to show that \(F \propto \Omega^{2.6}\).
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### Notation

The following symbols are used in this paper:

- \(B = \text{channel width}\)
- \(D = \text{thickness of load-bearing plate}\)
- \(D_t = \text{thickness of load transducer}\)
- \(d = \text{elastic deformation or overlap between grains}\)
- \(E = \text{Young’s modulus}\)
- \(E_g = \text{Young’s modulus of grain}\)
- \(E_1 = \text{Young’s modulus of Grain 1}\)
- \(E_2 = \text{Young’s modulus of Grain 2}\)
- \(E^* = \text{effective Young’s modulus}\)
- \(\epsilon = \text{coefficient of restitution}\)
- \(F = \text{force or load}\)
- \(F_{\text{grain}} = \text{force on a grain}\)
- \(F_{\text{grain max}} = \text{maximum force on a grain during impact}\)
- \(F_{\text{max}} = \text{maximum load on a barrier plate}\)
- \(F_n = \text{normal force}\)
- \(F_{\text{spring}} = \text{force in equivalent spring}\)
- \(F_{\text{static}} = \text{static load on barrier due to pileup}\)
- \(F_t = \text{tangential force}\)
- \(Fr = \text{Froude number}\)
- \(f = \text{frequency of vibration}\)
- \(G = \text{shear modulus}\)
- \(G^* = \text{effective shear modulus}\)
- \(g = \text{acceleration due to gravity}\)
- \(H = \text{height of load-bearing plate}\)
- \(H_1 = \text{height of load-transducer}\)
\( h \) = flow depth;  
\( h_1 \) = flow depth before impact;  
\( h_2 \) = pileup height after impact;  
\( I \) = second moment of area;  
\( k_p \) = equivalent linear material stiffness of a grain;  
\( k_n \) = normal spring stiffness for DEM;  
\( k_p \) = spring element stiffness for plate;  
\( h_{\text{beam}} \) = length of beam;  
\( L \) = distance from gate to barrier;  
\( \Delta M \) = mass of grain;  
\( \delta_{\text{max}} \) = maximum grain diameter;  
\( \delta_{\text{min}} \) = minimum grain diameter;  
\( \delta_{\text{r}} \) = radius of Grain 2;  
\( \delta_{\text{r}} \) = radius of Grain 1;  
\( \delta_{\text{g}} \) = tangential overlap in DEM;  
\( \delta_{\text{g}} \) = tangential spring stiffness for DEM;  
\( \Delta t \) = timescale of vibration for barrier plate;  
\( U_{\text{max}} \) = maximum flow velocity;  
\( U_z \) = velocity in the z-direction;  
\( U_{\text{1}} \) = grain velocity before impact;  
\( \omega_{ij} \) = normal relative velocity in DEM;  
\( \omega_{ij} \) = tangential relative velocity in DEM;  
\( \gamma_n \) = normal damping value for DEM;  
\( \gamma_p \) = damping constant for load-measuring system;  
\( \gamma_{ij} \) = tangential damping value for DEM;  
\( \Gamma \) = dimensionless number describing proportion of load measured by a load-cell transducer;  
\( \delta \) = grain diameter;  
\( \eta_{\text{d}} \) = maximum grain diameter;  
\( \eta_{\text{d}} \) = minimum grain diameter;  
\( \Omega \) = geometric scaling factor.
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